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PROBLEM

01

Visually impaired individuals face challenges in identifying objects
and understanding their surroundings due to the lack of visual
cues.

Challenges in Object Identification:

02

Traditional methods of object identification through touch or
assistance from others are often time-consuming and not always
feasible.

Limitations of Traditional Methods:

03

There's a need for a solution that can swiftly and accurately
identify objects and provide auditory feedback to visually
impaired individuals.

The Need for Swift:
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WHY THIS????

Fostering InclusivityEmpowering
Independence

This project aims to enhance
independence and autonomy
for visually impaired individuals
by providing real-time auditory
descriptions of their
environment.

By converting visual
information into speech, we
can bridge the gap between
the sighted and visually
impaired communities,
fostering inclusivity and
accessibility.

The implementation of this
project can significantly
improve the quality of life for
visually impaired individuals,
empowering them to navigate
their surroundings with
confidence and ease.

Enhancing Quality of Life
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POTENTIAL APPLICATION AND IMPACT

Guide for VisitorsFor visually impaired

The model will describe the
surroundings and convert it to
speech. This will give them a
sense of independence and
dignity.

We will collect the dataset of
our university and then this
model can be used to guide the
visitors in the campus. This can
give them information about
specific locations and objects in
the campus.

Automatic alternate Text
Generation

Generate alt text for images on
websites, improving SEO and
accessibility. Alt text provides a
brief description of an image
for those who cannot see it.
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Title: - Indoor object detection and recognition for an ICT
mobility assistance of visually impaired people

Method: - YOLO v3, DarkNet-53,Flickr8k, 16 indoor
classes

Cons: -73.19% accuracy, and it is only focused on indoor
navigation. Used pretrained model and trained on the new

dataset

  
Reference: - Afif, M., Ayachi, R., Said, Y., Pissaloux, E., Atri, M., 2020b. An evaluation of
retinanet on indoor object detection for blind and visually impaired persons assistance

navigation. Neural Processing Letters , 1–15.

LITERATURE SURVEY LucidLens



LITERATURE
SURVEY
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Title: - Object detection and Narrator for Visually Impaired
people

Method: - Used YOLO, trained on Imagenet dataset

Cons: Accuracy is 62.5% for normal phones and 75% for
iphones and Samsung. The results are camera dependent.

  
Reference: - Nasreen, J., Arif, W., Shaikh, A.A., Muhammad, Y., Abdullah, M., 2019. Object

detection and narrator for visually impaired people, in: 2019
IEEE 6th International Conference on Engineering Technologies and Applied Sciences

(ICETAS), IEEE. pp. 1–4.
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Title: - Building A Voice Based Image Caption Generator
with Deep Learning

Method: - NLP ,CNN, LSTM (Long short term memory),
RNN (recurrent neural network) flicker8k dataset

Cons: Accuracy is 90% but the dataset is small. Big
datasets could be used. According to current trends, it’s

not sufficient.
We are working to overcome these shortcoming with our

model.
  

Reference: -Anu, M., Divya, S., et al., 2021. Building a voice based image caption generator
with deep learning, in: 2021 5th International Conference on

Intelligent Computing and Control Systems (ICICCS), IEEE. pp. 943–948



DATASET LucidLens

Flickr 8k 
8091 images 

Flickr 30k
31,783 images

MS COCO
164K images 



DATASET LucidLens

Why Flickr 30k

A standard Benchmark for
sentence based description
of images 
Good long Captions
Descent Vocab Size
Large and Diverse
Freely available and widely
researched 

DataSet Details

31783 Images
158915 Captions
No null Values

Data Collection

Images are collected from
flickr platform
Annoatated by humans
Included Criteria such as
human and animals
In accordance with Flickr's
terms of service and by
anonymizing any personal
information that could be
identified in the captions.



DATASET LucidLens

Visualization of VGG16 CNN Layers
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Visualization



DATASET LucidLens

Preprocessing 

Mapping Between Captions and image_name
convert Uppercase to lowercase 
Remove Special characters and full stops
Tokenization



Preprocessing
Feature

Extraction

Model Training

Model Evaluation

BLEU Score

Text-to-Speech
Conversion

Integration and
Deployment

 ML METHODOLOGY:

Text
PreprocessingData Collection

Flickr30k
VGG16 Tokenizer

Hyperparameter
Tuning

gTTS

LSTM
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CAPTION PREDICTION LucidLens

Input Image Vgg16 Trained Model Predicted Caption



WHAT IS BLEU SCORE? LucidLens

BLEU1 = 
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COMPARISON WITH OTHERS LucidLens

Reference:-  Xie, Tian, Weiping Ding, Jinbao Zhang, Xusen Wan, and Jiehua Wang. 2023. "Bi-LS-AttM: A Bidirectional LSTM and Attention Mechanism
Model for Improving Image Captioning" Applied Sciences 13, no. 13: 7916. https://doi.org/10.3390/app13137916

Others on Flickr30k Ours

Building A Voice Based Image Caption Generator with Deep Learning : Accuracy 90 %
Object detection and Narrator for Visually Impaired people: Accuracy 62-75 %
Indoor object detection and recognition for an ICT mobility : Accuracy 75 % 

From Literature Review



DEPLOYING AT PLAKSHA

Campus Tour Guide

LucidLens

Obtain the dataset
Preprocess the data
Load  Pre-trained model
Fine-tune the model
Train the model

Transfer Learning Challenges

Obtaining the dataset
Low accuracy



 CHALLENGES FACED:

Data Quality and Diversity: Ensuring the dataset covers a wide range of scenes, objects, and activities to
generate diverse and meaningful captions.

1.

Hyperparameter Tuning: Experimentation with learning rates, batch sizes, and model architectures to find the
optimal configuration.

2.

 Real-time Performance: Ensuring the caption generation process is fast enough to provide real-time feedback
for blind users.

3.
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